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Abstract 

The growing demand for fresh water and its scarcity are the major problems encountered in semi-arid cities. Two different 

techniques have been used to assess the main determinants of domestic water in the Sedrata City, North-East Algeria: prin-

cipal component analysis (PCA) and artificial neural networks (ANNs). To create the ANNs models based on the PCA, 

twelve explanatory variables are initially investigated, of which nine are socio-economic parameters and three physical char-

acteristics of building units. Two optimum ANNs models have been selected where correlation coefficients equal to 0.99 in 

training, testing and validation phases. In addition, results demonstrate that the combination of socio-economic parameters 

with physical characteristics of building units enhances the assessment of household water consumption. 

Key words: artificial neural networks, domestic water use determinants, household water consumption, principal component 

analysis, semi-arid area 

INTRODUCTION 

In this century, the supply of sufficient quantity of fresh 

water represents one of the major issues. In developed coun-

tries, several authors have extensively investigated water 

consumption patterns, whilst in developing countries no in-

depth studies have been implemented [NAUGES, WHITTING-

TON 2009]. According to UNESCO’s 2018 report, with pop-

ulation increase, water demand has been growing by 20% 

per year.  

Accordingly, the determination of parameters govern-

ing domestic water use is an important factor for designing 

water demand patterns, optimizing water distribution sys-

tems and facilitating future studies in urban planning. The 

understanding of water usage patterns helps to generate pre-

dictive models and consequently has a positive environ-

mental impact. According to papers on the subject, research-

ers distinguish socio-economic parameters [FAN et al. 2017; 

HUSSEIN et al. 2016; MATOS et al. 2014], household habits, 

physical characteristics of buildings and climatic factors 

governing the use of water. 

As regards socio-economic factors, FIELDING et al. 

[2012] demonstrated that water use is affected by household 

income and water price. Researchers, such as KENNEY et al. 

[2008] and GRAFTON et al. [2011], found that households 

with higher income use more water; However, BEAL et al. 

[2011] have shown the opposite. In addition to the family 

income, water use is related to a household size [ARBUÈS et 

al. 2010; GATO-TRINIDAD et al. 2011; MAKKI et al. 2015], 

and the number of women in a house [MU et al. 1990]. Fur-

thermore, the age distribution of residents should also be 

considered in the analysis [MAKKI et al. 2011]. BALLING et 

al. [2008] have precisely demonstrated that children use 

more water than other age groups.  

Other studies outlined that the number of adolescents in 

a household is the key variable of per capita water demand 
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[Aquacraft 2015]. Additionally, other studies reported that 

both older people [BEAL et al. 2011] and retired individuals 

[WILLIS et al. 2009] also use more water. According to KEN-

NEY et al. [2008], the increase in water consumption is pro-

portional to the combination of household income, wealth 

and age. On the contrary, WENTZ et al. [2014] found that the 

age of people was not a significant factor affecting water 

consumption. Following from this, a higher education level 

is a driver for higher water use per capita [MAKKI et al. 

2015]. Previous results show that the water consumption in 

households consisting of working people is higher than that 

in houses with retired residents [MAKKI et al. 2011]. 

Household water habits are a crucial parameter in water 

consumption forecasting. Recently, more attention has been 

paid to habits like showering, washing clothes, dishwashing 

and bathing [KENNEY et al. 2008; MAKI et al. 2015; XUE et 

al. 2017].  

Factors like housing type (single or collective apart-

ments), age of buildings, lot size (occupied surface) and  

garden size [HOUSE-PETERS et al. 2011] are referred in lit-

erature as physical building characteristics and have been 

proven to influence water consumption. Generally, climatic 

variables like precipitation and temperature could affect  

water use as well [ARBUÉS et al. 2010; HAQUE et al. 2015].  

More recently, artificial intelligence techniques (AI) are 

increasingly often applied due to their ability to perform 

non-linear curve fitting and analysis to very complex data 

sets. AI is used where we encounter noisy data and the struc-

ture of the model remains unknown [TIWARI et al. 2013; TI-

WARI et al. 2016]. Additionally, “soft computing”, such as 

artificial neural networks (ANNs) and fuzzy logic (FL), tend 

to be more efficient and less time consuming in the model-

ling of complex systems [PAHLAVAN et al. 2012; SONMEZ 

et al. 2018]. Many reports discuss the efficiency of ANNs 

as a data driven technique to model and to forecast water 

consumption [AL-ZAHRANI, ABO-MONASAR 2015; 

BENNETT et al. 2012; GHIASSI et al. 2017; RANGEL et al. 

2017; SAKAA, HANI 2020]. A lot of work has been done in 

the subject. PULIDO-CALVO et al. [2003] forecasted the total 

daily water demand in Fuente Palmera, Spain. AL-ZAHRANI 

and ABO-MONASAR [2015] predicted the daily water  

demand in Al-Khobar, Saudi Arabia. Moreover, studies car-

ried out by ADAMOWSKI et al. [2012] confirmed the reliab-

ility of results obtained from ANNs than other statistical 

methods. 

Until now, little importance has been given to water 

consumption in Algeria, and no studies have been done on 

determinants of household water consumption. A better un-

derstanding of factors affecting water use and consumers 

behaviours can help to satisfy water demand through plan-

ning. This paper considers the assessment of domestic water 

use in the city of Sedrata, North-East Algeria.  

MATERIAL AND METHODS 

The main objectives have been to: 

− determine the possible association between variables, 

− assess the overall impact of different factors on house-

hold water use (PCA and ANNs), 

− create and chose the best model to predict the household 

water consumption in the Sedrata City, and 

− compare results with other works and explore implica-

tions for further research. 

STUDY AREA 

The present study was carried out in Sedrata, Souk  

Ahras Province, North-East Algeria. In 2017, the total pop-

ulation was 54,205 [ADE 2017]. The area has a warm cli-

mate with average temperature of 14.2°C and 523 mm pre-

cipitation (Fig. 1). 

 

Fig. 1. Location map of study area in Sedrata City; source: own elaboration 
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DATA SETS 

The study distinguishes three types of consumers. How-

ever, it focuses solely on the domestic use for the purpose 

of analysis, since it represents 89.17% of the total water con-

sumption (ADE). Generally, the building type affects dir-

ectly consumer’s habits and consequently water usage. For 

this reason, the investigation focuses only on single houses 

consumers.  

The identification of principal factors affecting urban 

water consumption is the main purpose in this paper. Based 

on the literature review, both quantitative and qualitative 

data were collected from different sources. Water consump-

tion (WCP) is the dependent variable obtained from “Al- 

gerian water (ADE)”, a water authority responsible for  

water distribution and management, Souk Ahras, in 2012–

2017.  

Other variables (dependents) were obtained by a public 

inquiry (Tab. 1). 

Table 1. Data types and sources 

  Type of data Source 

In
d
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t 

v
ar

ia
b
le

s 
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parameters 

(SEP) 

household size 

public 

inquiry 

sex distribution 

age categories (life cycle groupings) 

education level of residents 

household income 

car possession 

physical  
characteristics 

of building 

(PHC) 

total area of the house 

building area 

number of rooms 

garden area  

indoor habits 

(INH) 

clothes wash frequency 

dishwashing frequency 

toilets use frequency 

shower frequency 

D
ep

en
d

en
t 

Water consumption ADE 

Source: own elaboration. 

The proposed methodology to assess water consump-

tion determinants is presented in Figure 2. It attempts to  

better understand the relationship between domestic water 

use and other factors. 

 

Fig. 2. The proposed methodology; source: own elaboration 

DATA ANALYSIS 

Preliminary data analysis. Preliminary analysis of the 

dataset is a critical step required before any statistical anal-

ysis. It consists of excluding outliers from rough data, unex-

plained noise and incomplete datasets [XUE et al. 2017]. The 

steps are shown in Figure 3. 

Data preparation. Generally, the parametric analysis 

is preferred in every statistical analysis. However, paramet-

ric tests are mostly based on the assumption that the data 

distribution must be “normal”. Nowadays, many non-para-

metric tests exist to check the normal distribution of vari-

ables, e.g. Kolmogorov-Smirnov or Shapiro–Wilk tests. The 

present research focuses on the parametric test, i.e. skew-

ness and kurtosis values. A normal distribution produces 

a skewness and kurtosis close to “zero”. 

 

Fig. 3. Preliminary data analysis; source: own elaboration  
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The Principal Component Analysis (PCA). The PCA 

has the advantage of reducing the variables into a smaller 

number of factors and then sorts variables and clusters of 

observations with similar characteristics with respect to 

these factors. Additionally, it eliminates irrelevant explan-

atory variables. For conducting the PCA, a sample size of 

data must be large enough to allow correlations to converge 

into mutually exclusive “factors”. Moreover, in this ap-

proach, normality, linearity and homogeneity of datasets are 

required. 

Artificial Neural Networks (ANNs). Nowadays, the 

artificial neural networks (ANNs) are some of the most fre-

quently used machine learning models. ANNs was first in-

troduced in 1943 [MCCULLOCH, PITTS 1943]. The model is 

based on several layers containing an activation function, 

including the input layer (independent), hidden layers (one 

or more hidden layers) and the output layer (dependent). 

The present paper uses the multiplayer perception neural 

network (MLP) model. 

By learning underlying relationships, ANNs can reduce 

development time even if the relationships are difficult to 

identify. Moreover, they can likewise adapt for different  

situations. Since generalization is needed in for the practical 

application of statistics, especially in the case of noisy 

and/or imperfect or incomplete data, ANNs can handle new 

data that only resemble data trained and measure the fault 

tolerance. ANNs can define complex links among input  

variables in a database. They are highly parallel, i.e. inde-

pendent operations can be executed concomitantly [AG-

GRAWAL, SONG 1997]. 

ANNs can generalize and effectively handle infor-

mation that just resembles the information the networks 

were initially prepared to deal with. They can also deal with 

defective or fragmented information due to the adaptation to 

non-critical failure. Speculation is especially valuable in 

real applications, since certifiable information is not always 

available. ANNs can catch complex relations between infor-

mation-related factors in a network.  

Although it is computing resources and time consum-

ing, ANNs have other shortcomings, e.g. it is difficult to use 

and interpret findings and in some cases these are inexplic-

able. In addition, training methods are not yet fully under-

stood, whereas a few methodological rules exist to establish 

the optimum architecture, and there is no clear way of 

choosing the right variant which also depends on practice 

and the accuracy of the training data set [AGGRAWAL, SONG 

1997]. In this paper, the back-propagation feed-forward 

MLP with sigmoidal-type activation function (Eq. 1) has 

been applied as it is the most popular neural network archi-

tecture in use due to its high performance compared to other 

networks [LIPPMANN 1987].  

  𝑓(𝑧) =
1

1+exp−𝑧
 (1) 

The performance function is one of the important fac-

tors that affect the learning performance. In the feed forward 

network, the mean squared error (MSE) is commonly used 

as the performance function. It calculates cumulative values 

between target outputs and outputs created by the network.  

 𝑀𝑆𝐸 =
1

𝑛
∑ [𝑒(𝑡)]2𝑛
𝑖=1  (2) 

where: e(t) = forecast error at period t, n = number of periods 

[AGAMI et al. 2009]. 

RESULTS AND DISCUSSION 

DESCRIPTIVE DATA 

The total water consumption in Sedrata has been in-

creasing over the last years. The evolution of water con-

sumption (WCP) in 2012–2017 is shown in Figure 4. The 

increase in the WCP is due to a number of factors, for in-

stance the population growth. The present paper focuses on 

2017 water consumption and factors that influence the use 

of water.  

 
Fig. 4. Annual water consumption from 2012 to 2017;  

source: own study 

Table 2 shows the statistic description of variables. 

More than 20 parameters are used to assess factors determ-

ining the domestic water use. 

Essentially, four main statistical parameters are given in 

Table 2. These include the mean, standard deviation, skew-

ness and the kurtosis. Results show that all the parameters 

had skewness and kurtosis values close to zero, which indi-

cates a reasonably normal data distribution. In addition, only 

garden areas show larger positive skewness and kurtosis re-

flecting the non-normal distribution of data. Furthermore, 

results are confirmed graphically by using normal and 

lognormal probability plots. As a result, transformation  

using logarithms is only required for garden area values to 

produce symmetrical data. 

PRINCIPAL COMPONENT ANALYSIS (PCA) RESULTS: 

EXPLANATORY VARIABLES 

Variables are classified into three groups: the socio-

economic parameters, physical characteristics of housing 

units, and the indoor habits. The first group (socio-economic 

parameters) includes 14 variables. The correlation between 

principal components and original variables has been shown 

in Figure 5. Therefore, three factors were chosen for ana-

lysis with the cumulative variance of 77.47%. Results from 

Figure 5 illustrate that factor F1 is determined by water 

consumption (WCP), number of women (FEM), household 

size (HOUS), two age categories: below 8 years old (AG1) 

and between 15 to 35 years old (AG3), and three education 

level of residents: primary school (PRS), high school (HGS) 

and university (UNIV), monthly income (INC) and number 
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Table 2. Statistical description of variables 

Variable Acronym Min Max Mean Standard deviation Skewness Kurtosis 

Household water consumption (m3) WCP 6 75 30.09 17.19 0.62 –0.30 

SOCIO-ECONOMIC INDICATOR (SEP) 

Family composition and gender 

Household size  HOUS 2 8 5 1.62 –0.37 –0.71 

Number of female FEM 1 6 3 1.26 0.24 –0.51 

Number of male MAL 0 5 2 0.89 0.38 –0.16 

Age categories 

Under 8 years old AG1 0 3 1 0.78 0.05 –0.47 

Between 9 to 15 years old AG2 0 2 1 0.67 0.51 –0.73 

Between 15 to 35 years old AG3 1 4 2 1.12 0.46 –1.21 

Older than 35 years old AG4 0 2 1 0.71 –0.32 –0.98 

Education level  

Primary school PRS 0 2 1 0.6 0.73 –0.44 

Medium school MDS 0 2 1 0.7 0.22 –0.78 

High school HGS 1 3 2 0.8 0.81 –0.86 

University UNIV 0 2 1 1.0 0.08 –0.11 
 

Household income (DA) INC 35 000 110 000 53 905.47 296.48 1.09 –0.13 

Car possession 

Number of cars CARN 0 3 1 0.69 –0.33 –0.72 

Washing cars frequency (month) WCAR 0 4 1 1.19 0.85 –0.05 

PHYSICAL CHARACTERISTICS OF BUILDINGS (PHC) 

Total area (m2) TAR 80 320 187 77.29 0.15 –1.27 

Building area (m2) BAR 40 302 165 75.81 0.19 –1.19 

Number of rooms ROMN 2 13 6 3.09 0.92 –0.20 

Garden possession 

Garden area GAR 2 80 21.7 18.14 2.16 4.11 

Garden watering frequency GWAT 1 4 2 0.79 0.56 –0.22 

INDOOR HABITS (INH)  

Clothes wash frequency (week)  WCL 1 4 2 0.69 0.84 0.86 

Dishwashing frequency (day) WDISH 1 3 3 0.61 –1.13 0.24 

Toilets use frequency (day) UTLT 3 7 4 0.95 0.61 0.37 

Shower frequency for female (week) FSHW 1 7 2 1.00 0.58 1.16 

Shower frequency for male (week) MSHW 1 5 2 0.95 0.52 –0.52 

Source: own study. 

                  

Fig. 5. Projection of variables on the factor-plane (12) and (13) for socio-economic parameters;  

variables acronyms as in Tab. 2; source: own study  

of cars (CARN). F1 could explain factors influencing water 

consumption. Factor F2 is determined by MAL, AG2 and 

MDS. F2 represents the young male category. Factor F3 is 

determined by AG4 and represents the older residents cat-

egory.  

Physical characteristics of housing units (second group) 

contain 6 variables. The correlation between principal com-

ponents and original variables is illustrated in Figure 6. Ad-

ditionally, two factors are chosen for analysis with cumu-

lative variance of 86.79%. This means that these two factors  
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Fig. 6. Projection of variables on the factor-plane (12)  

for physical characteristics of housing units; variables acronyms 

as in Tab. 2; source: own study 

produce sufficient information to conduct the study. Figure 

6 shows that factor F1 is determined by water consumption 

(WCP), total area (TAR), building area (BAR) and number 

of rooms (NROM). F1 can be explained by household water 

usage. The second factor of F2 is determined by GAR and 

GWAT, and it represents the garden area variation. 

The last group (indoor habits of residents) has 7 vari-

ables. Figure 7 shows the correlation between the principal 

components and the original variables. Three factors were 

chosen for analysis with cumulative variance of 60.90%. F1 

contains washing cars (WCAR), shower for female 

(FSHW), and shower for male (MSHW). This factor can ex-

plain the variation of shower and car washing frequency. 

The second factor, F2 is determined by WCP, WCL and 

UTLT. It represents personal water use. The last factor, F3 

is determined by WDISH. It explains dish washing fre-

quency variation. 

Considering that water consumption is the variable to 

be explained, factor F1 also controls 12 other variables, as 

shown in Table 3. The analysis of the correlation matrix  

 

shows that these 12 variables, TAR, BAR, NROM, FEM, 

HOUS, AG1, AG3, PRS, HGS, UNIV, INC, and CARN, are 

strongly correlated with each other.  

This means that they provide the same information. Fur-

thermore, water consumption (WCP) has different correla-

tion coefficients with the other variables (0.96 with TAR, 

0.94 with BAR, 0.93 with NROM, 0.78 with FEM, 0.81with 

HOUS, 0.66 with AG1, 0.76 with AG3, 0.73 with PRS, 0.78 

with HGS, 0.79 with UNIV, 0.90 with INC, and 0.69 with 

CARN. Variables such as total area of the house, building 

area, number of rooms and monthly income had high cor-

relation coefficient (>0.90). As a result, the chosen explan-

atory variables for this study are: water consumption, total 

area of the house, usable area, number of rooms, number of 

female, household size, two age categories of residents 

(AG1 and AG3), three categories of education level  

(primary school, high school and university), and monthly 

income and the number of cars.  

ANNS RESULTS: MODEL ARCHITECTURES  

AND THEIR PERFORMANCE 

Architectures of the obtained neural forecast models are 

summarized in Table 4. These models show the most op-

timal performance and they have a minimum number of hid-

den neurons. The table also summarizes the performance of 

5 models selected for the purpose of this article. The first 

model (M1) has nine inputs which represent socio-economic 

parameters: FEM, HOUS, AG1, AG3, PRS, HGS, UNIV, 

INC and CARN. The next two models (M2 and M3) have 

three inputs: TAR, BAR and NROM, representing physical 

characteristics of housing units. The last two models (M4 

and M5) are the combination of socio-economic parameters 

and physical characteristics of housing units. They contain 

twelve inputs (all dataset). 

According to the analysis, five models attract attention 

since they have a correlation coefficient larger than 0.95 for 

all phases, i.e., they are more efficient in forecasting water 

consumption in Sedrata. For the following two models  

(12 4 1) and (12 7 1), the correlation between calculated 

(predicted) consumption and the observed one is fairly  

                 

Fig. 7. Projection of variables on the factor-plane (12) and (13) for indoor habits of residents;  

variables acronyms as in Tab. 2; source: own study 
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Table 3. Variables correlation matrix  
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WCP 1.00                         

TAR 0.96 1.00                        

BAR 0.94 0.97 1.00                       

NROM 0.93 0.93 0.90 1.00                      

GAR 0.17 0.20 –0.04 0.18 1.00                     

GWAT 0.00 0.02 –0.06 0.02 0.35 1.00                    

FEM 0.78 0.73 0.73 0.71 0.06 –0.08 1.00                   

MAL 0.37 0.43 0.41 0.31 0.09 0.11 0.11 1.00                  

HOUS 0.81 0.81 0.80 0.72 0.10 0.00 0.84 0.63 1.00                 

AG1 0.66 0.60 0.59 0.52 0.10 –0.04 0.60 0.30 0.63 1.00                

AG2 –0.16 –0.14 –0.13 –0.13 –0.08 –0.01 –0.02 0.32 0.16 –0.30 1.00               

AG3 0.76 0.82 0.79 0.75 0.18 0.01 0.64 0.32 0.67 0.33 –0.20 1.00              

AG4 0.08 0.02 0.04 0.01 –0.09 0.03 0.26 0.31 0.38 0.11 0.07 –0.21 1.00             

PRS 0.73 0.71 0.69 0.68 0.15 0.02 0.48 0.35 0.57 0.60 –0.15 0.54 –0.07 1.00            

MDS –0.06 0.00 –0.01 –0,05 0.02 0.05 0.12 0.27 0.25 –0.22 0.84 0.03 –0.03 –0.07 1.00           

HGS 0.78 0.75 0.75 0.81 0.09 –0.08 0.61 0.16 0.56 0.31 –0.20 0.83 –0.17 0.58 –0.18 1.00          

UNIV 0.79 0.82 0.80 0.73 0.13 –0.02 0.76 0.52 0.87 0.44 0.02 0.75 0.30 0.50 0.15 0.63 1.00         

INC 0.90 0.86 0.85 0.87 0.12 –0.06 0.68 0.24 0.66 0.46 –0.18 0.77 –0.05 0.61 –0.14 0.88 0.72 1.00        

CARN 0.69 0.70 0.69 0.62 0.13 –0.08 0.50 0.32 0.57 0.55 –0.16 0.57 –0.05 0.53 –0.12 0.53 0.53 0.64 1.00       

WCAR 0.10 0.12 0.08 0.12 0.14 0.07 0.07 0.08 0.10 0.02 –0.06 0.12 0.07 –0.02 –0.07 0.10 0.13 0.12 0.12 1.00      

WDISH 0.02 –0.02 0.01 0.01 –0.01 0.15 0.04 –0.06 0.00 –0.02 –0.07 0.03 0.04 0.03 –0.07 0.07 0.04 0.03 –0.07 –0.06 1.00     

WCL 0.16 0.17 0.15 0.11 0.13 0.21 0.03 0.19 0.13 0.15 –0.07 0.08 0.08 0.13 –0.04 0.04 0.18 0.12 0.12 0.06 0.10 1.00    

UTLT 0.28 0.28 0.29 0.23 –0.02 0.03 0.20 0.14 0.23 0.08 0.01 0.24 0.05 0.17 0.05 0.24 0.29 0.28 0.20 0.00 0.06 0.22 1.00   

FSHW 0.04 0.06 0.03 0.08 0.10 0.01 –0.03 0.02 –0.01 –0.02 –0.01 0.05 0.01 0.03 –0.13 0.05 0.02 0.06 0.13 0.20 –0.18 0.08 –0.16 1.00  

MSHW 0.16 0.19 0.14 0.17 0.26 0.15 0.08 0.08 0.10 0.02 –0.13 0.19 0.03 0.06 –0.11 0.13 0.16 0.18 0.21 0.29 –0.30 0.15 0.08 0.42 1.00 

Explanations: variables acronyms as in Tab. 2. 

Source: own study. 

Table 4. Architectures and the performance of neural models 

Model Input Structure 
Hidden 
layer 

Training 
MSE 

Validation 
MSE 

Testing 
MSE 

All MSE 
Training 

R 
Validation 

R 
Testing 

R 
All R 

M1 S1 (9 7 1) 7 5.76 11.86 13.84 9.28 0.99 0.98 0.98 0.98 

M2 S2 (3 4 1) 4 15.26 7.41 5.62 8.71 0.97 0.98 0.98 0.97 

M3 S2 (3 4 1) 4 11.55 5.72 1.64 8.82 0.98 0.99 0.99 0.98 

M4 S1+S2 (12 4 1) 4 1.37 1.84 1.34 1.41 0.99 0.99 0.99 0.99 

M5 S1+S2 (12 7 1) 7 0.27 3.01 1.89 1.19 0.99 0.99 0.99 0.99 

Explanations: M1–M5 = model from 1 to 5; S1 = socio-economic parameters (S1 = FEM + HOUS + AG1 + AG3 + PRS + HGS + UNIV + INC + CARN), 
S2 = physical characteristics of housing units (S2 = TAR + BAR + NROM); variables acronyms as in Tab. 2. 

Source: own study. 

strong (0.99): these models are therefore very efficient. The 

mean square error (MSE) of the consumption was also ana-

lysed, especially during the training phase. It should be re-

membered that lower values of the MSE are better and the 

model is well optimized if the values are close to zero. Dur-

ing the training phase, the MSE coefficient for various mod-

els (12 4 1) and (12 7 1) is the smallest, respectively 1.37 

and 0.27, while MSE values are 5.76, 15.26 and 11.55 re-

spectively for (9 7 1), (3 4 1) and (3 4 1) models. Taking 

these results into account, the rest of the study focuses on 

models (12 4 1) and (12 7 1), which appear to be the most 

efficient for forecasting domestic water consumption in 

Sedrata. During the testing phase, correlation coefficient 

values in the selected models are similar and equal to 0.99. 

MSE values obtained during the test phase also allow the 

two models to be compared. The MSE of the (12 4 1) model 

is smaller than the error of the (12 7 1) model. We could 

observe that the correlation coefficients (R) of the first three 

models (9 7 1), (3 4 1) and (3 4 1) are higher but the MSE 

values (Fig. 8) are larger compared with (12 4 1) and (12 7) 

models. The analysis of results indicates that (12 4 1) and 

(12 7 1) models better predict water consumption of Sedrata.  

The architecture of (12 4 1) and (12 7 1) models is pre-

sented in Figure 9, including 1 hidden layer with 4 and 

7 neurons, respectively.  

The comparison (Fig. 10) between the calculated or pre-

dicted consumption and the observed one reveals that mod-

els (12 4 1) and (12 7 1) could predict domestic water con-

sumption very well. Moreover, the two groups of variables 

(socio-economic parameters and physical characteristics of 

building units) combined a lot more information to neural 

models developed in this study than separately (models  

(9 7 1), (3 4 1) and (3 4 1)) to predict household water con-

sumption in Sedrata. We can deduce that these variables 

induce a positive effect on water consumption in the region. 

In addition, correlation coefficients are equal to 0.99 in the 

training, testing and validation phases for the two models. 

In general, the combination of variables significantly  
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Fig. 8. Comparison of errors in the five selected models; source: own study 

       

Fig. 9. Neural network structures of the two selected models; source: own study 

 

Fig. 10. Comparison between observed and calculated (predicted) water consumption (WCP)  

in (12 4 1) and (12 7 1) models; source: own study 

improves model performance, i.e. the choice of input varia-

bles greatly influences the performance of neural networks. 

Other studies which included the same principal compon-

ents but different explanatory variables produced better  

results like AL-ZAHRANI and ABO-MONASAR [2015]. 

CONCLUSIONS AND RECOMMENDATIONS 

The study employed the principal component analysis 

to evaluate the relative influence of several parameters (i.e. 

socio-economic parameters and physical characteristic of 

buildings) on domestic water consumption. This has been 

based on the case study of Sedrata, Algeria. Results show 

that some of the two last categories of variables are strongly 

correlated with water consumption. Additionally, the artifi-

cial neural networks technique was applied to assess 

determinants of household water use. It is found that twelve 

(12) variables are the dominant drivers in household water 

use, e.g. household size, monthly income of residents, and 

area of the house. 

As for the impact of socio-economic parameters, the  

results show that the number of women, household size, two 

age categories of residents (AG1 and AG3), three categories 

of education level (primary school, high school and univer-

sity), monthly income and the number of cars in a household 

have a significant impact on water consumption, while the 

number of men, two age categories of residents (AG2 and 

AG4) and education level (medium school) have no influ-

ence on the use of water. As regards physical characteristics 

of housing units, the total area of the house, building area 

and the number of rooms have a significant influence on  
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water consumption, whereas the garden area had no effect 

on water use. 

Results from the study could help any water authority 

to develop effective strategies designed to satisfy water 

needs in urban areas. The future water demand is expected 

to rise especially with the global warming and the increase 

in population. The findings of the present study highlight the 

significance of physical and socio-economic factors over 

climatic factors in the forecasting of water consumption. 

However, climatic factors must be also considered while as-

sessing water usage to link the probable impact of climate 

change on water demand.  
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